Dynamic spike threshold reveals a mechanism for synaptic coincidence detection in cortical neurons in vivo
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Cortical neurons are sensitive to the timing of their synaptic inputs. They can synchronize their firing on a millisecond time scale and follow rapid stimulus fluctuations with high temporal precision. These findings suggest that cortical neurons have an enhanced sensitivity to synchronous synaptic inputs that lead to rapid rates of depolarization. The voltage-gated currents underlying action potential generation may provide one mechanism to amplify rapid depolarizations. We have tested this hypothesis by analyzing the relations between membrane potential fluctuations and spike threshold in cat visual cortical neurons recorded intracellularly in vivo. We find that visual stimuli evoke broad variations in spike threshold that are caused in large part by an inverse relation between spike threshold and the rate of membrane depolarization preceding a spike. We also find that spike threshold is inversely related to the rate of rise of the action potential upstroke, suggesting that increases in spike threshold result from a decrease in the availability of Na+ channels. By using a simple neuronal model, we show that voltage-gated Na+ and K+ conductances endow cortical neurons with an enhanced sensitivity to rapid depolarizations that arise from synchronous excitatory synaptic inputs. Thus, the basic mechanism responsible for action potential generation also enhances the sensitivity of cortical neurons to coincident synaptic inputs.

Cortical neurons process information by transforming a continuously varying spatiotemporal pattern of synaptic input into a train of action potentials. Although the cellular mechanisms underlying this process are not fully understood, one common view treats the cortical neuron as a leaky integration device. In this scheme, irregular synaptic input evokes changes in membrane potential (V_m) that accumulate over a membrane time constant until firing threshold is reached and spikes are generated (1–9). The spike output of such a neuron is proportional to its V_m and the membrane time constant constrains the cell’s sensitivity to the timing of synaptic input. Neurons obeying these simple principles are thought to transmit information in their mean firing rates, and little or no information is thought to be conveyed in the timing of action potentials (refs. 9–10; see also ref. 11).

Although it is generally not disputed that cortical neurons integrate their synaptic input and fire action potentials at rates proportional to V_m, this does not exclude a possible sensitivity to the timing of synaptic inputs (11–15). Evidence from crosscorrelation studies (16–18) and recent demonstrations that cortical neurons can fire spike trains with high temporal fidelity (19–22) support this view. Thus, we can say with some confidence that cortical neurons are sensitive to the timing of their inputs, but how this temporal sensitivity is achieved at the cellular level is not fully understood.

One important component of the temporal sensitivity of cortical neurons may stem from the voltage-gated conductances that underlie the action potential. It is well established that the voltage threshold for spike generation depends on the rate of preceding membrane depolarization (23–27). This effect is determined by the gating kinetics of sodium and potassium channels (28–32), which enhance the sensitivity to rapid depolarizations. Consequently the voltage threshold for spiking should be lower and the cell’s sensitivity higher when the membrane potential depolarizes rapidly. Because rapid depolarizations may arise in response to synchronous synaptic input, this suggests that the spike-generating mechanism may amplify coincident inputs. Here, we report that the spike activity of visual cortical neurons recorded intracellularly in vivo is consistent with this hypothesis.

Methods
All experiments were conducted on anesthetized (Halothane, 1.0–1.5%) and paralyzed (pancuronium bromide, 0.3 mg/kg/h) adult cats of both genders. The methods for induction and maintenance of anesthesia, surgical preparation, and intracellular recording in vivo have been described previously (33–35). Intracellular recordings were obtained by using K+-acetate-filled (4 M) glass micropipettes beveled to a resistance of 70–120 MΩ. Input resistance and intrinsic firing patterns were assessed by using square wave current pulses (range of −0.5 to +1.8 nA) (36–37). Cellular receptive fields were mapped by using mouse-controlled light bars and sine wave gratings. Quantitative data were obtained in response to 20–30 presentations of a drifting sine wave grating (10–20 cd/m² mean luminance, 80-Hz noninterlaced refresh rate; 1,024 × 768 resolution) presented to the dominant eye at the preferred orientation, direction, velocity, and spatial frequency. The intracellular signals were digitized at a rate of 20 kHz and stored for off-line analysis.

Data Analysis. The aim of our analysis was to measure the voltage threshold for each spike in each cell and to determine whether fluctuations in threshold were related to several measures of cellular activity. To eliminate putative intradendritic recordings from our sample, only cells with action potentials that exceeded 0 mV and that did not decrease appreciably in amplitude (>10 mV) during sustained depolarization were included. To measure spike threshold, we identified the voltage preceding each spike, which, once reached, resulted in an action potential (33). We computed the maximum rate of change of V_m (dV_m/dt)max over three consecutive data points (150 μs) during the upstroke of each spike (see Fig. 1D Inset) and calculated dV_m/dt for each interval of time preceding the peak slope. Threshold was defined as the voltage at the onset of each spike at which dV_m/dt first reached an empirically determined fraction of (dV_m/dt)max. This ratio was chosen when the value of dV_m/dt resulted in a close match to the threshold assigned by careful visual inspection of the raw data. For our data set, this value was 0.033. This number
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Histogram of spike thresholds in response to the depolarizing current pulses. We computed the threshold voltage and the mean rate of change of (data not shown). We applied two additional measures to determine the relation between \( V_m \) and spike activity. First, we calculated the spike-triggered-average of \( V_m \) over a \pm 50\,\text{ms} \) time lag for all spikes in a session. This measure revealed the average relationship between spikes and the underlying \( V_m \) fluctuations (19, 21, 33). Second, we measured the relationship between spike threshold and the rate of \( V_m \) depolarization preceding each spike. For this, spikes were selected if they were separated by at least 20\,\text{ms} from any preceding spike. This enabled us to exclude the influence of high firing rates on this measure [interspike intervals greater than 6\,\text{ms} duration had no observable effect on spike threshold (data not shown)]. We computed the threshold voltage and the mean rate of change of \( V_m \) for the 10-ms period preceding each spike. These data were evaluated for all spikes occurring on each trial by fitting the data points with a monoeponential function and testing for significance by using analysis of variance (\( P < 0.05 \)).

**Computer Simulations.** We compared the behavior of a single-compartment model neuron endowed with voltage-gated Na\(^+\) and K\(^+\) conductances to that of an otherwise identical integrate-and-fire model. Our aim was to determine how the rate of \( V_m \) depolarization varies with excitatory synaptic input synchroni-
zation, and what influence this has on spike threshold. We conducted the numerical simulations by using \textsc{neuron} (38) and modeled the cell as a single isopotential compartment (\( R_m = 125 \\text{K}\Omega \text{cm}\(^2\), \( C_m = 1 \,\mu\text{F}/\text{cm}\(^2\), and \( R_m = 300 \,\text{K}\Omega \); resting \( V_m = -70 \text{mV} \)). Voltage-gated Na\(^+\) and K\(^+\) conductances were implemented by using the Hodgkin–Huxley (HH) equations (28–31).

The maximal conductances and the activation and inactivation variables were derived from the data of Huguenard et al. (39) and Belluzzi et al. (40). The model cell received up to 2,500 excitatory synaptic inputs of the voltage-independent \( \alpha\)-amino-3-hydroxy-5-methyl-4-isoxazolopropionic acid (AMPA) type (\( V_{\text{rev}} = 0 \text{mV} \)).

The time course of the synaptic conductance followed an \( \alpha \) function (rise time = 1\,\text{ms}) and arrival times were Gaussian distributed. Individual synaptic inputs were adjusted so that 200 synchronously occurring excitatory postsynaptic potentials (EPSPs) would evoke a spike in 95\% of the simulations of the HH model. The resulting unitary conductance had a peak of 1.5\,\text{ns}, evoking a peak depolarization of 75\,\mu\text{V} at resting \( V_m \). These parameters ensured smooth changes in \( V_m \). Spike threshold of the integrate-and-fire model was set to the minimum threshold of the HH neuron.

To evaluate the effects of input synchrony on the rate of subthreshold \( V_m \) depolarization and spike threshold, we varied the standard deviation (\( \sigma \)) of the synaptic arrival times. Input arrival times were randomly chosen so that each presentation of the stimulus yielded a distinct pattern of postsynaptic \( V_m \) depolarization. For a given value of \( \sigma \), we averaged the results obtained from 500 simulations and determined the number of synaptic inputs needed to evoke a spike in 95\% of the runs. We then determined the relations between input variance (\( \sigma_{\text{input}} \)), rising slope of the subthreshold \( V_m \), spike threshold, and number of synaptic inputs.

**Results**

Our sample consisted of 47 neurons. In each cell, we compared the distributions of spike threshold in response to depolarizing current steps at two intensities (0.2–0.4 \,\text{nA} and 0.8–1.8\,\text{nA}) to the distribution measured from the responses to an optimal drifting grating. The standard deviation of each distribution provided a measure of spike threshold variation. An example of the results is shown in Fig. 1. In this cell, 0.9\,\text{nA} of depolarizing current led to a maintained discharge, a gradual increase in spike threshold, and a slight accommodation in the firing rate (Fig. 1A). At this current intensity, the standard deviation of spike threshold was 0.34\,\text{mV} (Fig. 1D, filled bars). In contrast, when the cell was activated by an optimal drifting grating, the spike threshold showed a marked increase in variance (Fig. 1B and C). The standard deviation of spike threshold was 2.5\,\text{mV} (Fig. 1D, unfilled bars), representing a 7-fold increase over that seen with depolarizing current pulses. These results were characteristic of our entire sample of cells. Spike threshold variation in response to depolarizing current pulses (low-intensity pulses \( \sigma = 0.45 \pm 0.23 \text{mV} \); high-intensity pulses \( \sigma = 0.83 \pm 0.39 \text{mV} \)) was on average 3- to 5-fold lower than that found for the visual responses (\( \sigma = 2.3 \pm 1.1 \text{mV} \)).

To determine whether this variability is related to intrinsic cellular properties, we subdivided the cells according to their firing patterns evoked by depolarizing current pulses. As demonstrated previously (34–37), the responses showed four characteristic firing patterns that could be broadly categorized into...
Spike threshold and the rate of change of To test this hypothesis, we determined the relation between C obtained from all trials (639 cell classes. The results also revealed that spike threshold variation was lower during spontaneous than during visually evoked activity.

Table 1. Spike threshold variability in different intrinsic classes of cortical neurons expressed in millivolts relative to baseline

<table>
<thead>
<tr>
<th></th>
<th>RS cells (n = 18)</th>
<th>IB cells (n = 14)</th>
<th>FS cells (n = 5)</th>
<th>CH cells (n = 10)</th>
<th>All cells (n = 47)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Spontaneous activity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>14.2 ± 1.2</td>
<td>16.4 ± 1.4</td>
<td>4.4 ± 0.8</td>
<td>21.1 ± 1.5</td>
<td>13.8 ± 1.4</td>
</tr>
<tr>
<td><strong>Visual responses</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>16.2 ± 2.2</td>
<td>18.1 ± 2.1</td>
<td>5.6 ± 1.1</td>
<td>21.2 ± 2.5</td>
<td>15.4 ± 2.3</td>
</tr>
</tbody>
</table>

*Significantly different (P < 0.05) than the indicated subgroup.

regular spiking (RS), intrinsic bursting (IB), fast spiking (FS), and chattering neurons (CH). We compared spike thresholds across these four intrinsic classes. These calculations (Table 1) revealed that the mean and variance of the threshold of FS cells were significantly lower, suggesting that this class of inhibitory interneurons operate closer to threshold and exhibit less threshold variability than other cell classes. With the exception of these cells, we found no significant differences in visually evoked threshold variation among cell classes. The results also revealed that spike threshold variation was lower during spontaneous than during visually evoked activity.

The broad increase in spike threshold variation during visual stimulation suggests that threshold is influenced by the rapid fluctuations in $V_m$ that are prevalent during evoked activity (33).

Because neurons exhibit refractory periods that limit their firing rates, spike threshold will also vary as a function of instantaneous firing rate. To exclude the influence of rapid firing rates, our analysis selected only those spikes that were separated by at least 20 ms from any preceding spike. This raised the question of how much of the variability in spike threshold the $V_m$ time course is responsible for. To address this issue, we calculated the percentage of “single” spikes in the total data set (n = 42 cells) and the range of thresholds covered by correlation with $dV_m/dt$. We found that the selected spikes constituted 83% of the total spike count, and that the average standard deviation of these spike thresholds was 1.9 ± 0.9 mV. Thus, a substantial fraction (1.9/2.3 = 82.6%) of the total range of threshold variation can be accounted for by the dependence of spike threshold on $dV_m/dt$.

Because the stimuli used in these experiments led to vigorous suprathreshold responses, the rapid depolarizing transients preceding the spikes might have been due to the activation of voltage-gated conductances and not the result of synchronous synaptic inputs. To estimate the influence of these intrinsic mechanisms, we compared the $V_m$ fluctuations in a subset of the cells (n = 16) under control conditions to those occurring when the cells were hyperpolarized to prevent them from spiking. We applied an analysis to detect the local maxima in the $V_m$ and then calculated the cycle-triggered average (CTA) of the $V_m$ associated with these values. Spikes were removed before this analysis by using the median filter technique. Local depolarizing maxima in the $V_m$ were identified when the central point in a 21-point sliding window (1 ms resolution) was the largest value in the sample. To reduce the influence of noise and eliminate false positives, these local maxima had to be separated from one another by at least 10 ms.

An example of these measurements is shown in Fig. 3. The lower trace in Fig. 3A shows the $V_m$ of the cell during the response to the stimulus. The cell showed large transient fluctuations of $V_m$ that often led to spike discharges. The lower trace in Fig. 3B illustrates the response of the cell to the same visual stimulus while it was hyperpolarized by a holding current of the spikes appear to arise from rapid $V_m$ depolarizations. This impression is confirmed by the spike-triggered average of $V_m$ shown in Fig. 2B, revealing that action potentials tend to be preceded by rapid depolarization. The relation between spike threshold and $dV_m/dt$ preceding each spike is illustrated by the scatter plot in Fig. 2C. Spike threshold varied inversely with the preceding $dV_m/dt$, and this relation was significantly fit by a monoexponential function ($r = 0.75$). The same analysis to 42 of the cells and found a significant correlation on 92% of the trials (639/695 trials; $r_{mean} = 0.61 ± 0.11$) [FS cells were excluded, because their spike thresholds varied over a much smaller range (Table 1)]. The distribution of decay constants derived from the significant fits is shown in Fig. 2D ($r_{mean} = 0.94 ± 0.4$ ms). Together, these data indicate that rapid rates of depolarization lead to lower spike thresholds and suggest that cortical neurons have a greater sensitivity to transient depolarizations arising from synchronous synaptic inputs.

Because the stimuli used in these experiments led to vigorous suprathreshold responses, the rapid depolarizing transients preceding the spikes might have been due to the activation of voltage-gated conductances and not the result of synchronous synaptic inputs. To estimate the influence of these intrinsic mechanisms, we compared the $V_m$ fluctuations in a subset of the cells (n = 16) under control conditions to those occurring when the cells were hyperpolarized to prevent them from spiking. We applied an analysis to detect the local maxima in the $V_m$ and then calculated the cycle-triggered average (CTA) of the $V_m$ associated with these values. Spikes were removed before this analysis by using the median filter technique. Local depolarizing maxima in the $V_m$ were identified when the central point in a 21-point sliding window (1 ms resolution) was the largest value in the sample. To reduce the influence of noise and eliminate false positives, these local maxima had to be separated from one another by at least 10 ms.

An example of these measurements is shown in Fig. 3. The lower trace in Fig. 3A shows the $V_m$ of the cell during the response to the stimulus. The cell showed large transient fluctuations of $V_m$ that often led to spike discharges. The lower trace in Fig. 3B illustrates the response of the cell to the same visual stimulus while it was hyperpolarized by a holding current of $V_m$.
Median-filtered visual stimulation were greater in amplitude and rate of rise during control in both stimulations (mean control greater during control as compared with hyperpolarized condition). Similarly, in 11 of 16 cells, the rate of rise of the CTA was greater during control than during membrane hyperpolarization, transient depolarizations were greater in amplitude and rate of rise during control conditions (6.7 mV, 1.34 mV/ms) than during hyperpolarization (4.5 mV, 1.12 mV/ms).

−2 nA. The transient depolarizing fluctuations are still present but somewhat reduced in amplitude. The local maxima detected in these records are shown as vertical tick marks above each voltage trace. These events were used as time stamps to compile the CTAs (computed across trials, ±50 ms time lag) for each cell. Fig. 3C shows the CTAs for the same cell during both control (thin line) and hyperpolarized (thick line) conditions. The transient depolarizations were greater in amplitude and rate of rise during control than during membrane hyperpolarization, and a similar relationship was apparent in the remaining cells. In 14 of 16 cells, the peak amplitude of the CTA was greater during control as compared with hyperpolarized conditions (meancontrol = 4.5 ± 1.2 mV; meanhyper = 3.2 ± 1.0 mV, P < 0.001 paired t test). Similarly, in 11 of 16 cells, the rate of rise of the CTA was greater during control as compared with hyperpolarized conditions (meancontrol = 0.98 ± 0.42 mV/ms; meanhyper = 0.77 ± 0.33 mV/ms, P < 0.01 paired t test). These findings indicate that, whereas the rapid changes in Vm are likely to result from synchronous synaptic inputs, their magnitude and rate of depolarization are reduced when the cells are hyperpolarized.

The dependence of spike threshold on dVm/dt can be partially accounted for by a decrease in the availability of sodium channels due to inactivation. To test this conjecture, we calculated the linear correlation between the firing threshold and the rising slope of the action potential on a trial-by-trial basis. Because the rate of the action potential upstroke provides a sensitive measure of the sodium current, a decrease in the rate of rise would indicate an increase in sodium channel inactivation (43). As before, we excluded FS cells from this analysis because they showed significantly less variation in spike threshold than the other cell classes (Table 1). An example of the results is shown for a chattering cell in Fig. 4. The two traces in Fig. 4A show single spikes arising from different thresholds, whereas the plot in Fig. 4B illustrates the relation between spike threshold and the rising slope of the action potential in response to a single presentation of the stimulus. The spike threshold was inversely correlated with the maximal rising slope. For the entire sample of cells, we found a similar relation in 83% of the trials (636/766 trials; rmean = −0.52 ± 0.1). This finding is consistent with the hypothesis that spike threshold increases as a function of sodium channel inactivation (26–30). Thus, the voltage- and time-dependent properties of voltage-gated sodium channels are likely to enhance the sensitivity of cortical neurons to transient membrane depolarization.

We further tested this hypothesis by comparing the behavior of a simple model neuron containing voltage-gated Na+ and K+ conductances (i.e., HH neuron) (28–32) to an identical integrate-and-fire model neuron. The modeled cells were activated by a population of excitatory synaptic inputs having Gaussian distributed arrival times. We studied the effects of input synchrony on the rate of Vm depolarization and spike threshold (HH model only) by varying the standard deviation (σinput) of the synaptic arrival times. Example results from two simulations of the HH model are shown in Fig. 5A, lower panels. The left panel illustrates the distribution of synaptic arrival times for the two simulations, whereas the right panel shows the responses of the cell to the stimuli. The rate of depolarization was greater, and the spike threshold was lower in response to the more tightly synchronized inputs. This was a general feature of the model over a broad range of input arrival times (Fig. 5B). The rate of depolarization increased nonlinearly as a function of input synchronization, and this relation was steeper for the HH panel neuron, indicating that the Na+ and K+ currents accelerated the rising slope of the compound EPSP. Similarly, when the magnitude of the compound EPSP was sufficiently large, spike threshold decreased nonlinearly as a function of Vm depolarization rate (Fig. 5C), suggesting that fewer synaptic inputs are needed to evoke a spike when those inputs are synchronous. We tested this conjecture by determining the minimal number of synaptic inputs needed to evoke a spike in 95% of the simulations as a function of σinput. This relation increased more rapidly in the HH neuron (Fig. 5D), indicating that voltage-gated Na+ and K+ channels increase the sensitivity of neurons by lowering spike threshold to coincident synaptic inputs while also decreasing the cell’s sensitivity to temporally dispersed synaptic inputs.

Discussion
Our results demonstrate that cortical neurons in vivo do not act solely by integrating their synaptic input and firing action potentials when a fixed threshold is reached. Rather spike threshold varies over a broad range of Vm and is sensitive to both the magnitude and the rate of Vm depolarization. Spike thres-
the simulated trials for both types of cells. The data were fit by the equation

\[ y = \frac{a}{1 + be^{ct}} \]

where \( t \) is time. We found that the rate of rise of the CTA was greater during the response to a sensory stimulus than would be predicted solely on the basis of postsynaptic 

membrane conductance because of anomalous rectification. We interpret the occurrence of rapid \( V_m \) depolarization as evidence of synchronous excitatory synaptic input, which could also be influenced by the timing of inhibition. If this interpretation is correct, our findings suggest that cortical neurons are more sensitive to coincident synaptic inputs than would be predicted solely on the basis of postsynaptic temporal summation.

Our observations also demonstrate that the magnitude and rate of rapid \( V_m \) depolarizations during the response to a sensory stimulus are suppressed when the cell is hyperpolarized below firing threshold. This effect may result from three possible mechanisms. First, hyperpolarization will alter the driving force acting on inhibitory synaptic currents and thereby change the amplitude or polarity of IPSPs. Second, it may also increase the membrane conductance because of anomalous rectification. This effect would be expected to reduce the amplitude of EPSPs and increase their rate of rise. While our results are consistent with the former prediction, they are inconsistent with the latter.

We found that the rate of rise of the CTA was greater during control conditions. Finally, hyperpolarization will also reduce inward currents that are activated by depolarization (43). Although our findings cannot accurately discriminate among these possible mechanisms, in vitro studies provide some support for the latter. Excitatory synaptic inputs can be amplified by voltage-gated Na\(^+\) (44–48) and Ca\(^{2+}\) (49–51) currents as well as NMDA synaptic currents (52). Thus, a number of voltage-gated inward currents may contribute to the amplification of excitatory synaptic input and thereby influence the amplitude and time course of \( V_m \) fluctuations leading to modification of action potential threshold.

Given what is known about spike-generating mechanisms, our finding of a dynamic threshold in cortical neurons is not unexpected, but its implications may have been underestimated. Dynamic variations in spike threshold have been observed in a number of preparations (23–27, 53) and the time course and voltage dependence of these variations are consistent with the properties of voltage-gated sodium and potassium channels (28–32). In all neurons, sodium channel activation occurs at a faster rate than inactivation. This difference in gating kinetics enables the rapid upstroke of the action potential and makes the spike-generating mechanism sensitive to the rate of \( V_m \) depolarization (28–30). Consequently, when \( V_m \) depolarizes rapidly, there is a brief window in time in which many sodium channels will be activated but not yet inactivated. If under these conditions \( V_m \) is sufficiently depolarized, a spike can be generated at a lower threshold. Our finding that spike threshold was inversely correlated with the rising slope of the action potential is consistent with this interpretation. Thus, the basic mechanism responsible for spike generation also endows cortical neurons with enhanced sensitivity to rapid \( V_m \) depolarizations.

**Methodological Considerations.** The conclusions of this study rest on two major assumptions regarding the measurement of spike threshold. The first concerns the definition of threshold. One common measure, often referred to as the current threshold, is the minimum amount of current necessary to initiate a regenerative depolarization from a given resting \( V_m \). Although this provides one accurate means for measuring threshold, it is a measure that can be obtained only under steady-state conditions and will vary with the resting \( V_m \) (54). We have chosen to define threshold as the membrane voltage at the inflection point preceding the upstroke of a spike. Although this may be an inappropriate measure of spike threshold, it was the only practical means available under the conditions of our study. The principal reason for this is that neurons in vitro do not exist in a steady-state condition; the membrane potential and conductance are continuously changing. Nonetheless, we believe that our measure of spike threshold accurately reflects the spike initiation process because it is well correlated with the mean firing rate, and instantaneous firing rate (data not shown), as well as the rate of the action potential upstroke. Each of these relationships is well predicted by the voltage dependence of the conductances underlying the action potential.

Our conclusions also rest on the assumption that our measurements of spike threshold reflect the voltage fluctuations occurring at the site of spike initiation. We generally assume, but cannot confirm, that the majority of our impalements occur at or near the soma, and we attempted to exclude putative intradendritic recordings from our sample. Several studies have reported that somatic action potentials in cortical neurons are initiated in the axon initial segment or the first node of Ranvier (55–57). Thus, our measurements of spike threshold could deviate from the actual threshold at the site of initiation if these compartments are not isopotential. Under these conditions, fluctuations of somatic \( V_m \) could obscure the threshold behavior at the site of initiation. We cannot exclude the possibility that this effect contributed to our results. However, Gogan et al. (55) have shown that the electronic length of the axon initial segment of spinal motoneurons is relatively short. If this is also true for cortical neurons, as suggested by Colbert and Johnston (56), the
voltage fluctuations in the first node of Ranvier and the soma should be similar. Our findings that spike threshold is correlated with the rate of change of \( V_m \) preceding a spike and the rate of the action potential upstroke are consistent with this interpretation.

**Related Work.** Prior studies on the relation between spike threshold and \( V_m \) time course have been largely restricted to the *in vitro* preparation (23–24, 26–27, 53). However, *in vitro* studies have obvious limitations for investigating physiological function. To our knowledge, only one report has demonstrated a relation between cellular excitability and the rate of \( V_m \) depolarization *in vivo*. This work has shown that the efficacy of an electrically evoked EPSP in triggering a spike is proportional to its rate of rise as well as its amplitude (58). This process may contribute to the shortening of the interspike interval and consequently increase the firing rate (59), but the relationship between spike threshold and the rate of \( V_m \) depolarization has not been demonstrated. In fact, the study of Fetz and Gustafsson (58) provides an alternative model that explicitly treats the spike threshold as being fixed. Here, we show that the voltage threshold of cortical neurons *in vivo* is not a fixed quantity, particularly when the cells respond to a sensory stimulus.

**Functional Implications.** Our findings indicate that the spike-generating mechanism may contribute to the generation of synchronous cortical activity by amplifying coincident events. Support for this comes from a recent study demonstrating that coincident dendritic inputs are amplified by voltage-gated sodium currents (48). This mechanism increases the firing probability of cortical neurons in response to synchronous inputs and thereby enhances the correlation between cellular input and output. The resulting entrained spike activity could be further propagated via local and long-range connections and could thereby act to recruit large populations of neurons into synchronously firing ensembles. In a similar manner, the dynamic threshold mechanism might enable cortical neurons to respond to time-varying stimuli with high temporal fidelity (19, 21, 60). Recently, it has been shown that neurons in extrastriate visual cortex can respond to time-varying stimuli, such as rapid coherent movements, with a temporal precision in the millisecond range (20, 22). This effect is likely to be mediated by a population of neurons at each stage in the pathway whose spike discharges are time locked to the temporal fluctuations in the stimulus. Our findings suggest that this type of stimulus-locked synchrony might propagate faithfully through neocortical structures because of the lower spike threshold that occurs in response to synchronous inputs.
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